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Chapter 1

Introduction

1.1 Background

As computational means have more and more expanded, the automation of data collection has generated tremendous amount of datasets. Since such datasets are massive and complex, it is difficult for us to find solutions to some problems. Hence, data analysis to obtain knowledge out of datasets is required. Machine learning can often be successfully applied to satisfy these requirements.

Usually, learning means acquiring knowledge about a previously unknown system or little known concept. All objects in a dataset used by machine learning algorithms are represented using the same set of features. The features may be continuous, categorical or discrete. If datasets are given with known labels corresponding correct outputs, then the learning algorithm is called supervised, where element \( z = (x, y) \) of a dataset is a pair of
an input $x \in X$ and an output $y \in Y$, where $X$ is referred to as the input space, and $Y$ is referred to as the output space of class labels. In contrast to supervised learning, objects are unlabeled in unsupervised learning. That is, we do not have output $Y$.

It is important to understand the difference between supervised and unsupervised classification. In supervised classification, we are firstly provided with a collection of labeled patterns of the descriptions of classes. And then, the problem is to label a newly unlabeled pattern. In the case of unsupervised classification, the problem is to group unlabeled objects into meaningful clusters based on similarity between objects. Clustering can be considered the most important unsupervised classification problem.

The method of hard $c$-means (HCM) [4, 28] is the most popular clustering algorithm. The hard $c$-means are to divide a set of objects into $c$ clusters using a simple procedure. An object $x$ is assigned to a cluster exclusively. The assigned cluster has the nearest cluster center to an object $x$. There are many extensions of hard $c$-means.

The method of fuzzy $c$-means (FCM) [4, 23, 24, 25] has been remarked by many researchers. It is an extension of hard $c$-means using the concept of fuzzy sets theory. That is, fuzzy $c$-means is a method of clustering which allows an object to belong to two or more different clusters.

The methods of entropy-based fuzzy $c$-means (eFCM) have been proposed in order to regularize the objective function of hard $c$-means [43, 45, 46, 50]. An idea of regularization has been found in the formulation of ill-posed problem [5].

In possibilistic clustering [39, 41], the constraint $\sum u_{ki} = 1$ of fuzzy $c$-means is not
imposed on $U = (u_{ki})$, the membership of object $x_k$ to cluster $i$. That is, no practical constraint for $U$. Thus, we know that possibilistic clustering is more robust to noise and outliers. FCM has been applied to many real-world problems, but there are not many theoretical studies on FCM. A typical study of the latter aspect has been done by Miyamoto and Mukaidono [46]; they introduced fuzzy classification functions and showed their importance in observing properties of solutions of FCM and related methods. We should further investigate theoretical aspects of FCM, eFCM, and related methods.

Vector quantization (VQ) is a well-known prototype based clustering method. A $p$-dimensional vector is mapped into one of a representative vector [2, 13, 17, 57]. Vector quantization and self-organizing maps (SOM) [53] are, strictly, not clustering algorithms in themselves, but application of them to clustering is similar to the hard $c$-means algorithm and straightforward. Thus, we will call it VQ clustering.

In real-world situations, methods of clustering to deal with datasets having nonlinear classification boundaries are more appropriate. It has been known that conventional clustering methods cannot separate two clusters shown in Fig. 1.1 and Fig. 1.2. For this reason a kernel method to classify nonlinear datasets is now studied by many researchers in recent years.

In general, objects can be considered as points within a $p$-dimensional space where each dimension corresponds to one of the features which are used to describe an object. In kernel methods, the absolute position of the features within feature space is not significant. The basic idea of kernel methods is as follows. Objects of a dataset in input space $X$ are mapped
by a mapping function into the feature space, which is of possibly infinite dimension. Then, a linear separation in the transformed feature space corresponds to a nonlinear separation in the original input space. We thus are capable of analyzing objects in the feature space \( \mathcal{H} \) instead of the input data space \( \mathcal{X} \). In this thesis we assume that \( \mathcal{H} \) is a reproducing kernel Hilbert space (RKHS) with kernel \( K = \langle f, f \rangle \), where \( \langle \cdot, \cdot \rangle \) is the inner product in \( \mathcal{H} \), and note that kernels can be defined on more general input spaces \( \mathcal{X} \) [29, 33, 34].

Kernel methods are a class of algorithms for data analysis. Because of their simplicity, kernel function and related RKHS play an increasingly significant role in data analysis and their applications. This was initiated with the introduction of support vector machine (SVM) [10, 11, 35, 55], and continued with the development of many other kernel-based clustering algorithms [8, 12, 29, 48, 49].

An SVM is an algorithm that makes crucial use of a kernel function for classification. Such an SVM performs better than other classification algorithms for datasets having nonlinear cluster boundaries. As long as the kernel function is legitimate, an SVM will operate
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correctly even if the practitioner does not know exactly what features of the training data are being used in the transformed feature space. However, it is not an easy problem to define a kernel function. Different application problems will have suitable kernel functions, and moreover theoretical properties of kernel functions have to be studied.

1.2 Purpose of Study

Various types of kernel functions have been studied so far by many researchers [12, 29, 32, 33, 44]. The Gaussian kernel, in particular, has been found to be useful and applied to many problems. A kernel having similar characteristic to the Gaussian kernel is yet unknown. On this point, more studies have to be done in view of the importance of the Gaussian kernel, since to compare similar kernels, if any, will be more useful when they are important in applications.

Kernel functions proposed so far are based on machine learning models and statistical models. It has not yet been shown that fuzzy models have close relation to kernel functions. As noted earlier, we should investigate theoretical aspects of fuzzy models of clustering, and study whether there is a relation between kernel functions and solutions of fuzzy c-means clustering.

We thus address three questions: does a fuzzy model of clustering have close relation to kernel functions? Can we derive a new kernel function from a fuzzy model? Assume that a new kernel function is derivable, is the derived kernel function similar to, and as useful
as the Gaussian kernel? A related observation is as follows. We note that the Gaussian kernel is based on the Gaussian error function $e^{-t^2}$ which is used as the most standard probability density function. By analogy, we consider another function $\frac{1}{1+t^2}$. These two functions are typical symmetric functions for probability distributions on the line of real-values. Incidentally, the Gaussian error function is known to be a positive-definite kernel. It thus is natural for us to have a question whether or not the other types of functions are also positive-definite kernel. It will be shown that the second type of functions will provide us a new class of kernel functions. Another significant property is that the second type of functions are closely related to fuzzy $c$-means and possibilistic clustering, as we will see in this thesis.

1.3 Outline of this Thesis

This thesis is organized as follows.

Chapter 1 has presented a brief introduction of kernel method.

Chapter 2 reviews basic methods of $c$-means clustering. That is, hard $c$-means, fuzzy $c$-means, entropy-based fuzzy $c$-means and vector quantization clustering are introduced.

And then, Chapter 3 describes kernel methods and kernel-based clustering.

In Chapter 4, we propose three basic functions derived from fuzzy clustering and establish necessary and sufficient conditions for the basic functions to be positive-definite kernel functions, using the completely monotone functions by Schönberg.
In Chapter 5, we discuss numerical results in which the three kernel functions are applied to kernel fuzzy c-means and kernel vector quantization clustering.

Finally, the conclusion of this thesis and problems to be discussed in future studies is given in Chapter 6.
Chapter 2

Basic Methods of \( c \)-Means Clustering

In this section we describe several basic methods of \( c \)-means clustering.

Let the objects to be clustered be \( x_k = (x_k^1, \ldots, x_k^p)^T \in \mathbb{R}^p \), \( k = 1, \ldots, N \), a vector in the \( p \)-dimensional Euclidean space. Cluster centers are \( v_i = (v_i^1, \ldots, v_i^p)^T \), \( i = 1, \ldots, c \), where \( c \) is the number of clusters. The matrix \( U = (u_{ki}) \), \( k = 1, \ldots, N \), \( i = 1, \ldots, c \) is used as usual, where \( u_{ki} \) means the degree of belongingness of an object \( x_k \) to cluster \( i \).

2.1 Hard \( c \)-Means

\( K \)-means is one of the simplest unsupervised classification algorithms. \( K \)-means is also referred to as the hard \( c \)-means (HCM). The procedure follows a simple and easy way to classify a given dataset through a certain number of clusters (we assume \( K \) clusters, hence the term of \( K \)-means) which is fixed a priori. The main idea is to determine \( K \)-centers, one
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for each cluster. The next step is to take each object out of a given dataset and we allocate it to the cluster of the nearest center. At this point, we adopt new centers as the result of clustering. After all, the $K$-centers change their location step by step until there are no more changes. In other words, cluster centers do not move any more. This algorithm aims at minimizing an objective function. The objective function of the hard $c$-means is

$$J_{hcm}(U, V) = \sum_{k=1}^{N} \sum_{i=1}^{c} u_{ki} D(x_k, v_i), \quad (2.1)$$

where $D(x_k, v_i) = ||x_k - v_i||^2$. In the HCM algorithm, $u_{ki}$ is determined as follows:

$$u_{ki} = \begin{cases} 
1, & i = \arg\min_{1 \leq i \leq c} ||x_k - v_i||^2, \\
0, & \text{otherwise.} 
\end{cases} \quad (2.2)$$

The objective function $J_{hcm}$ is minimized with respect to $U$.

Let us now fix $u_{ki}$. We obtain the updating equation of cluster center $v_i$:

$$\frac{\partial J_{hcm}}{\partial v_i} = 0,$$

thus, $v_i$ is formed as

$$v_i = \frac{\sum_{k=1}^{N} u_{ki} x_k}{\sum_{k=1}^{N} u_{ki}} \quad (2.3)$$

The algorithm is composed of the following steps:
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**HCM (Hard $c$-Means) Algorithm**

**HCM1.** Set $c$ initial value for cluster center $v_i$ (e.g., select $c$ objects randomly as $v_i$, $i = 1, \ldots, c$).

**HCM2.** Find optimal solution of $J_{hc}$ with respect to $U$ while $\bar{V}$ is fixed: put

$$
\bar{U} = \arg\min_U J_{hc}(U, \bar{V}).
$$

**HCM3.** Find optimal solution of $J_{hc}$ with respect to $V$ while $\bar{U}$ is fixed: put

$$
\bar{V} = \arg\min_V J_{hc}(\bar{U}, V).
$$

**HCM4.** If the solution $(\bar{U}, \bar{V})$ is convergent, stop; else go to HCM2.

End HCM.

We have two ways to judge whether or not clusters are convergent in HCM 4. That is, clusters are judged to be convergent when the new $\bar{U}$ coincides with the last $U$, or $\bar{V}$ does not change their position.

### 2.2 Standard Fuzzy $c$-Means

There are many extensions of hard $c$-means. The method of fuzzy $c$-means (FCM) has been remarked by many researchers [19, 23, 24, 25]. It is an extension of hard $c$-means using
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the concept of fuzzy sets theory. That is, fuzzy \(c\)-means is a method of clustering which allows an object to belong to more than one cluster.

Standard fuzzy \(c\)-means (sFCM) is a very simple method of the related fuzzy clustering algorithms. Note that this algorithm proposed by Dunn and Bezdek is called the standard method of fuzzy \(c\)-means, to distinguish it from entropy-based fuzzy \(c\)-means [45]. The well-known fuzzy clustering algorithm is derived by minimizing an objective function of the following form

\[
J_{sfcm}(U, V) = \sum_{k=1}^{N} \sum_{i=1}^{c} (u_{ki})^m D(x_k, v_i)
\]  

with respect to \(V\) and \(U\) subject to the constraint

\[
M_{fcm} = \{ U = (u_{ki}) : \sum_{i=1}^{c} u_{ki} = 1, \forall k ; 0 < \sum_{k=1}^{N} u_{ki} < n, \forall i \}.
\]  

Through (2.5), the belongingness of an object \(x_k\) in the cluster \(i\) is related to those of \(x_k\) to the remaining clusters. Different values of \(m\) of the objective function \(J_{sfcm}(U, V)\) in (2.4) determine the degree of fuzziness. In particular, if \(m = 1\), we have hard \(c\)-means clustering.

We first assume that no \(x_k\) coincides with the cluster centers. Let us consider the optimal solution of the objective function \(J_{sfcm}(U, V)\) with respect to \(U\) subject to the constraint (2.5). It leads to the following Lagrangian function

\[
L = J_{sfcm} + \sum_{k=1}^{N} \nu_k (\sum_{i=1}^{c} u_{ki} - 1),
\]  

where \(\nu_k\) is the Lagrange multipliers. Solving \(L\) with respect to \(u_{ki}\), we have

\[
\frac{\partial L}{\partial u_{ki}} = m(u_{ki})^{m-1} D(x_k, v_i) + \nu_k.
\]
Let the partial derivative of $L$ be equal to 0 and solving for $u_{ki}$, we obtain

$$u_{ki} = \left( \frac{-v_k}{mD(x_k, v_i)} \right)^{\frac{1}{m-1}}. \quad (2.8)$$

Substituting $u_{ki}$ of the previous equation into the constraint equation $\sum_{i=1}^{c} u_{ki} = 1$, we obtain

$$\sum_{j=1}^{c} \left( \frac{-v_k}{mD(x_k, v_j)} \right)^{\frac{1}{m-1}} = 1. \quad (2.9)$$

Combining (2.9) with (2.8) in order to eliminate $v_k$, we obtain

$$u_{ki} = \frac{D(x_k, v_i)^{-\frac{1}{m-1}}}{\sum_{j=1}^{c} D(x_k, v_j)^{-\frac{1}{m-1}}}. \quad (2.10)$$

On the other hand, there is no constraint for $v_i$, and we have

$$v_i = \frac{\sum_{k=1}^{N} (u_{ki})^m x_k}{\sum_{k=1}^{N} (u_{ki})^m}. \quad (2.11)$$

### 2.3 Entropy-Based Fuzzy $c$-Means

The method of entropy-based fuzzy $c$-means has been proposed in order to regularize the objective function of hard $c$-means [43, 45, 46, 50]. The regularization has been found in the formulation of ill-posed problems [5]. We consider that a typical regularization is done by adding a regularizing function. In the present context, we consider
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\[ J^\lambda(U, V) = J(U, V) + \lambda^{-1}K, \quad (2.12) \]

where $K$ is a nonlinear regularizing function as follows:

\[ K = \sum_{k=1}^{N} \sum_{i=1}^{c} u_{ki} \log u_{ki}, \quad (2.13) \]

and $\lambda$ is a regularizing parameter.

The following objective function is used for the entropy-based methods.

\[ J_{efcm}(U, V) = \sum_{k=1}^{N} \sum_{i=1}^{c} u_{ki} D(x_k, v_i) + \lambda^{-1} \sum_{k=1}^{N} \sum_{i=1}^{c} \log u_{ki}, \quad (2.14) \]

which leads to the following Lagrangian function:

\[ L = J_{efcm} + \sum_{k=1}^{N} \nu_k (\sum_{i=1}^{c} u_{ki} - 1), \quad (2.15) \]

where $\nu_k$ is the Lagrange multipliers. Solving $L$ with respect to $u_{ki}$, we have

\[ \frac{\partial L}{\partial u_{ki}} = D(x_k, v_i) + \lambda^{-1}(1 + \log u_{ki}) + \nu_k. \quad (2.16) \]

Let the partial derivative of $L$ be equal to 0 and solving for $u_{ki}$, we obtain

\[ u_{ki} = \exp(-\lambda D(x_k, v_i) - \lambda \nu_k - 1). \quad (2.17) \]

Substituting $u_{ki}$ of the previous equation into the constraint equation $\sum_{j=1}^{c} u_{kj} = 1$, we obtain

\[ \sum_{j=1}^{c} (\exp(-\lambda D(x_k, v_j) - \lambda \nu_k - 1)) = 1. \quad (2.18) \]
Combining (2.18) with (2.17) in order to eliminate \(v_k\), we obtain

\[
u_{ki} = \frac{\exp(-\lambda D(x_k, v_i))}{\sum_{j=1}^{c} \exp(-\lambda D(x_k, v_j))}.
\tag{2.19}
\]

On the other hand, there is no constraint for \(v_i\), and we have

\[
v_i = \frac{\sum_{k=1}^{N} u_{ki} x_k}{\sum_{k=1}^{N} u_{ki}}.
\tag{2.20}
\]

### 2.4 Possibilistic Clustering

In possibilistic clustering, the constraint \(\sum_{i=1}^{c} u_{ki} = 1\) of fuzzy \(c\)-means is not imposed on \(U = (u_{ki})\), the membership of an object \(x_k\) to the cluster \(i\), that is, no practical constraint for \(U\):

\[
M_{pos} = \{ U = (u_{ki}) : \sum_{k=1}^{N} u_{ki} > 0, \forall i; u_{kj} > 0, \forall k, j \}.
\tag{2.21}
\]

Possibilistic clustering is more robust to noise and outliers [39, 40, 41]. In fuzzy \(c\)-means, \(u_{ki}\) denotes the grade of membership of \(x_k\) in the cluster \(i\). Here, \(u_{ki}\) may be interpreted as the degree of compatibility that \(x_k\) with the cluster \(i\) or the possibility of belongingness of \(x_k\) to the cluster \(i\). Note that the possibility depends exclusively on \(x_k\) and cluster \(i\). That is, it is independent of the possibilities of belongingness of \(x_k\) to any other clusters.

Let us remind here that the objective function to be minimized is:

\[
J(U, V) = \sum_{k=1}^{N} \sum_{i=1}^{c} (u_{ki})^m D(x_k, v_i).
\tag{2.22}
\]
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This objective function is equal to that of fuzzy \(c\)-means, except that the constraint is changed to (2.21). However, direct minimization with respect to \(u_{ki}\) will produce the trivial zero solution.

Avoiding the trivial solution, we add a term in (2.22):

\[
K = \sum_{i=1}^{c} \eta_i \sum_{k=1}^{N} (1 - u_{ki})^m. \tag{2.23}
\]

Then, the objective function becomes

\[
J_{pos}(U, V) = \sum_{k=1}^{N} \sum_{i=1}^{c} (u_{ki})^m D(x_k, v_i) + \sum_{i=1}^{c} \eta_i \sum_{k=1}^{N} (1 - u_{ki})^m. \tag{2.24}
\]

Differentiating (2.24) with respect to \(u_{ki}\), and setting it to 0 leads to the equation

\[
\frac{\partial J_{pos}}{\partial u_{ki}} = m(u_{ki})^{m-1} D(x_k, v_i) - m\eta_i (1 - u_{ki})^{m-1} = 0. \tag{2.25}
\]

We finally obtain

\[
u_{ki} = \frac{1}{1 + \left(\frac{D(x_k, v_i)}{\eta_i}\right)^{\frac{1}{m-1}}}. \tag{2.26}\]

On the other hand, updating of \(v_i\) is achieved by (2.27)

\[
v_i = \frac{\sum_{k=1}^{N} (u_{ki})^m x_k}{\sum_{k=1}^{N} (u_{ki})^m}. \tag{2.27}
\]

### 2.5 Vector Quantization Clustering

Vector quantization (VQ) is also a well-known prototype-based clustering method. A \(p\)-dimensional vector is mapped into one of representative vectors [2, 3, 17, 57].
The goal of vector quantization resides in determining a mapping \( M: \mathbb{R}^p \rightarrow V \) from the \( p \)-dimensional Euclidean space \( \mathbb{R}^p \) to a finite subset \( V = \{v_1, \ldots, v_c\} \). Each \( v_i \) is called a codevector and the set \( V \) is called a codebook. The vector quantizer is chosen to minimize the average distortion measure \( D(\mathbb{R}^p, V) = E[d(x, M(x))] \) resulting from the approximation of the input \( x \in \mathbb{R}^p \) by the codevector \( M(x) \), and is updated according to

\[
v_i(t + 1) = v_i(t) + \alpha [x(t) - v_i(t)],
\]

where \( d(\cdot) \) is usually taken as the standard squared Euclidean distance \( d(x, y) = \|x - y\|^2 \), and \( E(\cdot) \) denotes the expectation operator, and \( t \) indexes the updating step [2, 17].

A learning rate \( \alpha \) which starts from an initial value is reduced monotonically to zero. The mapping of a vector quantizer \( M \) determines a partition of the input space \( \mathbb{R}^p \) into \( c \) disjoint regions \( G_1, \ldots, G_c \), such that \( G_i = \{x \in \mathbb{R}^p : M(x) = v_i\} \).

Furthermore, a learning algorithm for SOM can also be used to design vector quantizers. A significant difference of the VQ from the SOM is that the update is restricted to the winner of codebook vectors. VQ and SOM are not clustering algorithms in themselves, but application of them to clustering is similar to the hard \( c \)-means algorithm. We thus will call it VQ clustering.

The algorithm of VQ clustering [45] is as follows:
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**VQc (clustering by VQ) Algorithm**

**VQc1.** Set initial value for codevector \( v_i \) (e.g., select \( c \) objects randomly as \( v_i, i = 1, \ldots, c \)).

Set \( t = 0 \) and repeat from VQc2 to VQc4 until convergence (or until the maximum number of iterations is attained).

**VQc2.** Select \( x(t) \in X \).

**VQc3.** Let \( v_l(t) = \arg\min_{1 \leq i \leq c} \|x(t) - v_i(t)\| \).

**VQc4.** Update \( v_1(t), \ldots, v_c(t) \):

\[
v_l(t + 1) = v_l(t) + \alpha [x(t) - v_l(t)],
\]

\[
v_i(t + 1) = v_i(t), \quad i \neq l.
\]

Object represented by \( x(t) \) is allocated to \( G_l \).

\( t = t + 1 \).

End VQc.

In this algorithm, the parameter \( \alpha(t) \) should be taken to satisfy the following:

\[
\sum_{t=1}^{\infty} \alpha(t) = \infty, \quad \sum_{t=1}^{\infty} \alpha^2(t) < \infty, \quad t = 1, 2, \ldots.
\]

For example, \( \alpha(t) = \text{constant}/t \) satisfies these conditions. Note that learning rate is a...
monotonical decreasing function which approaches to zero.
Chapter 3

Kernel-Based Clustering

Kernel methods are a class of algorithms for data analysis, whose well-known application is the support vector machine (SVM). Such an SVM performs better than other classification algorithms for datasets having nonlinear cluster boundaries [10, 11, 35, 55]. The other algorithms with kernels include linear discriminant analysis, principle components analysis, spectral clustering and so on [6, 7, 20, 22, 54, 56].

3.1 Kernels

In this section, we describe how kernels defined as an inner product in feature space. Kernel $K$ is corresponding to an inner product in a feature space $\mathcal{H}$ via a map $\Phi$,

$$\Phi : \mathcal{X} \rightarrow \mathcal{H}$$
and in order to compute inner products of the form \( \langle \Phi(x), \Phi(y) \rangle \), we employ kernel representations of the following form:

\[
k(x, y) = \langle \Phi(x), \Phi(y) \rangle,
\]

which allow us to compute the value of the inner product in \( \mathcal{H} \) without having to explicitly compute the map \( \Phi \). Note that kernels are usually complex-valued in the mathematical literature. However, we only consider the real-valued kernels, which is the common practice in machine learning.

### 3.1.1 Positive-Definite Kernels

We begin with some basic definitions.

**Definition 1.** *(Gram Matrix [8])*

Given a function \( K : X \times X \rightarrow \mathbb{R} \) and \( x_1, \ldots, x_m \in X \), the \( m \times m \) matrix \( M \) with elements

\[
M_{ij} = K(x_i, x_j)
\]

is called the Gram matrix of \( M \) with respect to \( x_1, \ldots, x_m \):

\[
M = \begin{bmatrix}
K(x_1, x_1) & K(x_2, x_1) & \cdots & K(x_m, x_1) \\
K(x_1, x_2) & K(x_2, x_2) & \cdots & K(x_m, x_2) \\
\vdots & \vdots & \ddots & \vdots \\
K(x_1, x_m) & K(x_2, x_m) & \cdots & K(x_m, x_m)
\end{bmatrix}.
\]
**Definition 2.** (Positive-Definite Matrix [8])

A real $m \times m$ symmetric matrix $M$ satisfying

$$\sum_{i,j=1}^{m} c_i c_j M_{ij} \geq 0,$$

for all $c_1, \ldots, c_m \in \mathbb{R}$ is called a positive-definite matrix.

**Definition 3.** (Positive-Definite Kernel [8])

Let $X$ be a nonempty set. A function $K$ on $X \times X$ with for all $m \in \mathbb{N}$ and all $x_1, \ldots, x_m \in X$ gives rise to a positive-definite Gram matrix is called a positive-definite kernel.

Occasionally, positive-definite kernel is simply called a kernel. For convenience throughout this thesis, we will use the term positive-definite for kernel functions that simply comply with non-negativity. We do not distinguish semi-positive definite and positive-definite kernels, as in most literature, e.g., [8, 44].

### 3.1.2 Reproducing Kernel Hilbert Space

Assume that $K$ is a real-valued positive-definite kernel, and $X$ a nonempty set. We define a map from $X$ into the space of functions mapping $X$ into $\mathcal{H}$, denoted as follows

$$\Phi : X \rightarrow \mathcal{H}$$

$$x \rightarrow k(\cdot, x),$$

where

$$\mathcal{H} = \{ f : X \rightarrow \mathbb{R} \}.$$
Here, $\Phi(x)$ denotes the function that assigns the value $K(x, y)$ to $x, y \in \mathcal{X}$, i.e., $\Phi(x)(\cdot) = K(\cdot, x)$. In other words, an object $x$ is represented by its similarity to all other objects in the input data space $\mathcal{X}$. Let us consider two linear combinations of the following form:

$$
\begin{align*}
    f(\cdot) &= \sum_{i=1}^{m} \alpha_i K(\cdot, x_i), \\
    g(\cdot) &= \sum_{j=1}^{n} \beta_j K(\cdot, y_j),
\end{align*}
$$

(3.1)

(3.2)

where $m, n \in \mathbb{N}$, $\alpha_i, \beta_j \in \mathbb{R}$ and $x_i, y_j \in \mathbb{R}$. Next, we define an inner product between $f$ and $g$:

$$
\langle f, g \rangle = \sum_{i=1}^{m} \sum_{j=1}^{n} \alpha_i \beta_j K(x_i, y_j).
$$

(3.3)

Note that this expression explicitly contains the expansion coefficients, which need not be unique. Thus we obtain two equations as follows:

$$
\begin{align*}
    \langle f, g \rangle &= \sum_{j=1}^{n} \beta_j f(y_j), \\
    \langle f, g \rangle &= \sum_{i=1}^{m} \alpha_i g(x_i).
\end{align*}
$$

(3.4)

Equation (3.3) is symmetric:

$$
\langle f, g \rangle = \langle g, f \rangle.
$$

(3.5)

Moreover, it is positive-definite, since the kernel function $K$ implies positive-definiteness. We thus have the following equation:

$$
\langle f, f \rangle = \sum_{i,j=1}^{m} \alpha_i \alpha_j K(x_i, x_j) \geq 0.
$$

(3.6)
Definition 4. (Reproducing Kernel Hilbert Space [8])

Let \( X \) be a nonempty set and \( \mathcal{H} \) be a Hilbert space of functions \( f : X \to \mathbb{R} \). Then \( \mathcal{H} \) is called a reproducing kernel Hilbert space endowed with the inner product if there exists a function \( K : X \times X \to \mathbb{R} \) with the following properties:

\[
\langle K(\cdot, x), f \rangle = f(x), \quad \forall x \in X, \forall f \in \mathcal{H}.
\] (3.7)

In particular,

\[
\langle K(\cdot, x), K(\cdot, y) \rangle = K(x, y).
\] (3.8)

This is called reproducing property.

We can show that any positive-definite kernel can be represented as an inner product in a linear space. The reproducing kernel property (3.8) amounts to

\[
\langle \Phi(x), \Phi(y) \rangle = K(x, y).
\] (3.9)

3.1.3 Kernel Trick

A function \( \Phi : X \to \mathcal{H} \) is employed and \( x \) is transformed into \( \Phi(x) \). An explicit representation of \( \Phi(x) \) is not usable in general, however the inner product \( \langle \Phi(x), \Phi(y) \rangle \) is expressed by

\[
K(x, y) = \langle \Phi(x), \Phi(y) \rangle,
\]

where a function \( K \) is a positive-definite kernel [8, 55].
We thus are capable of analyzing objects in the high-dimensional feature space $\mathcal{H}$ instead of the input data space $X$. This substitution is called the kernel trick.

### 3.2 Kernel-Based Fuzzy $c$-Means Clustering

Let us apply kernel functions to kernel-based fuzzy $c$-means clustering [47, 50].

In this section, we assume a transformation into a high-dimensional Euclidean space $\Phi: \mathbb{R}^p \rightarrow \mathcal{H}$, whereby $x_k$ is mapped into $\Phi(x_k)$.

Objective function of the kernel-based fuzzy $c$-means is the following:

$$ J(U, W) = \sum_{k=1}^{N} \sum_{i=1}^{c} (u_{ki})^m ||\Phi(x_k) - W_i||^2_{\mathcal{H}}, $$

(3.10)

where $|| \cdot ||$ is the norm of $\mathcal{H}$.

The basic procedure FCM should be used for iterative minimization, but

$$ D_{\mathcal{H}}(x_k, W_i) = ||\Phi(x_k) - W_i||^2_{\mathcal{H}} $$

should be used instead of $D(x_k, v_i)$. Cluster center is

$$ W = (W_1, \ldots, W_c). $$

However, optimal $W_i$ does not have an explicit representation in general. Hence, the dissimilarity for clustering is as follows:
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\[ D_{ki} = D_{H^2}(x_k, W_i) \]
\[ = \langle \Phi(x_k) - W_i, \Phi(x_k) - W_i \rangle \]
\[ = \langle \Phi(x_k), \Phi(x_k) \rangle - 2\langle \Phi(x_k), W_i \rangle + \langle W_i, W_i \rangle \]
\[ = \langle \Phi(x_k), \Phi(x_k) \rangle - \frac{2}{\sum_{k=1}^{n} u_{ki}^m} \sum_{j=1}^{n} u_{kj}^m \langle \Phi(x_j), \Phi(x_k) \rangle \]
\[ + \frac{1}{(\sum_{k=1}^{n} u_{ki}^m)^2} \sum_{j=1}^{n} \sum_{l=1}^{n} u_{ji}^m u_{li}^m \langle \Phi(x_j), \Phi(x_l) \rangle. \]

Note that \( K(x, y) = \langle \Phi(x), \Phi(y) \rangle \), \( K_{jl} = \langle \Phi(x_j), \Phi(x_l) \rangle \).

Hence, we use the updating equation \( D_{ki} \) and \( u_{ki} \) are as follows:

\[ D_{ki} = K_{kk} - \frac{2}{\sum_{k=1}^{n} u_{ki}^m} \sum_{j=1}^{n} u_{kj}^m K_{jk} + \frac{1}{(\sum_{k=1}^{n} u_{ki}^m)^2} \sum_{j=1}^{n} \sum_{l=1}^{n} u_{ji}^m u_{li}^m K_{jl}, \] (3.11)

\[ u_{ki} = \left( \frac{1}{D_{ki}} \right)^{\frac{1}{\gamma - 1}}. \] (3.12)

On the other hand, the entropy-based fuzzy \( c \)-means [43, 45, 46, 50] using a kernel function is used for the following objective function:

\[ J_{{efcm}}(U, V) = \sum_{k=1}^{N} \sum_{i=1}^{c} u_{ki} \| \Phi(x_k) - W_i \|_2^2 + \lambda^{-1} \sum_{i=1}^{c} \sum_{k=1}^{N} u_{ki} \log u_{ki}. \] (3.13)
The dissimilarity $D_{ki}$ is modified to:

$$D_{ki} = D_{H}(x_k, W_i)$$

$$= \langle \Phi(x_k) - W_i, \Phi(x_k) - W_i \rangle$$

$$= \langle \Phi(x_k), \Phi(x_k) \rangle - 2\langle \Phi(x_k), W_i \rangle + \langle W_i, W_i \rangle$$

$$= \langle \Phi(x_k), \Phi(x_k) \rangle - \frac{2}{\sum_{k=1}^{n} u_{ki}} \sum_{j=1}^{n} u_{ji} \langle \Phi(x_j), \Phi(x_k) \rangle$$

$$+ \frac{1}{(\sum_{k=1}^{n} u_{ki})^2} \sum_{j=1}^{n} \sum_{l=1}^{n} u_{ji} u_{li} \langle \Phi(x_j), \Phi(x_l) \rangle.$$ 

We thus obtain the updating equation $D_{ki}$ and $u_{ki}$ of entropy-based kernel fuzzy $c$-means:

$$D_{ki} = K_{kk} - \frac{2}{\sum_{k=1}^{n} u_{ki}} \sum_{j=1}^{n} u_{ji} K_{jk} + \frac{1}{(\sum_{k=1}^{n} u_{ki})^2} \sum_{j=1}^{n} \sum_{l=1}^{n} u_{ji} u_{li} K_{jl},$$

(3.14)

$$u_{ki} = \frac{\exp(-\lambda D_{ki})}{\sum_{j=1}^{c} \exp(-\lambda D_{kj})}.$$  

(3.15)
We use the next algorithm instead of FCM [45, 49] as follows:

**KFCM (Kernel-based Fuzzy \( c \)-Means) Algorithm.**

**KFCM1.** Set an initial value \( D_{ki} \).

**KFCM2.** Find solution of \( U = (u_{ki}) \) using (3.11).

( For eKFCM, use (3.15). )

**KFCM3.** Update to \( D_{ki} \) using (3.12).

( For eKFCM, use (3.14). )

**KFCM4.** If the solution \( U = (u_{ki}) \) is convergent, stop; else go to **KFCM2**.

**End KFCM.**

### 3.3 Kernel-Based Vector Quantization Clustering

Various discussions of SOM and LVQ based on kernel function have been found [13, 15, 31, 37], and we consider kernel VQ clustering proposed by Inokuchi et al., [38].

Let us remind the algorithm of vector quantization clustering in which the updating equations for codevector are

\[
v_l(t + 1) = v_l(t) + \alpha [x(t) - v_l(t)],
\]

\[
v_i(t + 1) = v_i(t), \quad i \neq l,
\]

\[(t = 1, 2, \ldots).\]
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Instead of the distance \( \|x(t) - v_i(t)\| \) in the input data space, the next distance in the high-dimensional feature space is considered as below:

\[
d_{ik} = \|\Phi(x_k) - v_i(t)\|^2_H. \tag{3.16}
\]

It should be noted that \( v_i \) is the codevector in the high-dimensional feature space. Hence, the updating equation of the codevector is as follows:

\[
v_i(t + 1) = v_i(t) + \alpha[\Phi(x_h) - v_i(t)], \tag{3.17}
\]

where it should be noted that \( x_h \) is randomly selected input vector from \( \mathcal{X} \).

Since we do not know a concrete form of \( \Phi(x) \) and \( v_i(t) \), we cannot use \( v_i(t+1) \) explicitly. And then, the algorithm should be rewritten using \( d_{ik} \) and kernel function. We thus calculate \( d_{ik}(t + 1) \) using \( d_{ik}(t) \) and \( d_{lk}(t) \):

\[
d_{ik}(t + 1) = \|\Phi(x_k) - v_i(t + 1)\|^2
\]

\[
= \langle \Phi(x_k), \Phi(x_k) \rangle - 2\langle \Phi(x_k), v_i(t + 1) \rangle + \langle v_i(t + 1), v_i(t + 1) \rangle. \tag{3.18}
\]

The distance \( d_{ik}(t + 1) \) in the high-dimensional space is calculated by substituting (3.17) into (3.18).

\[
d_{ik}(t + 1) = \langle \Phi(x_k), \Phi(x_k) \rangle - 2 \{(1 - \alpha)\langle \Phi(x_k), v_i(t) \rangle + \alpha\langle \Phi(x_k), \Phi(x_h) \rangle \}
\]

\[
+ \{(1 - \alpha)^2\langle v_i(t), v_i(t) \rangle + 2\alpha(1 - \alpha)\langle \Phi(x_h), v_i(t) \rangle + \alpha^2\langle \Phi(x_h), \Phi(x_h) \rangle \}. \tag{3.19}
\]

Subsequently, distance \( d_{ik}(t + 1) \) in the high-dimensional space is given by the following
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formula:

\[ d_{lk}(t + 1) = (1 - \alpha) \{ \langle \Phi(x_k), \Phi(x_k) \rangle - 2 \langle \Phi(x_k), v_l(t) \rangle + \langle v_l(t), v_l(t) \rangle \}
- \alpha(1 - \alpha) \{ \langle \Phi(x_h), \Phi(x_h) \rangle - 2 \langle \Phi(x_h), v_l(t) \rangle + \langle v_l(t), v_l(t) \rangle \}
+ \alpha \langle \Phi(x_k), \Phi(x_k) \rangle - 2 \alpha \langle \Phi(x_k), \Phi(x_h) \rangle + \alpha \langle \Phi(x_h), \Phi(x_h) \rangle
\]

\[ = (1 - \alpha)d_{lk}(t) - \alpha(1 - \alpha)d_{lh}(t) + \alpha(K_{kk} - 2K_{kh} + K_{hh}), \]  \hspace{1cm} (3.20)

where \( K_{ij} = K(x_i, x_j) \). Allocation of an object \( x_k \) to a cluster should use minimum of \( d_{ik}, \) \((i = 1, \ldots, c)\). The update of the high-dimensional codevectors can be made indirectly. It is not necessary to keep the transformed codevectors which play the same role of the codevectors in the input space.

We do not know a concrete form of \( \Phi(x_k) \) and \( v_l \) explicitly. Nevertheless, we are able to know the distance between input data and codevector by using the kernel function.

We now have the kernel-based vector quantization clustering (KVQc) algorithm [38, 45] as follows:
**KVQc (Kernel Vector Quantization Clustering) Algorithm.**

**KVQc1.** Fix \( c \), initialize \( d_{ik}, i = 1, \ldots, c, k = 1, \ldots, n \), and learning rate \( \alpha \in (0, 1) \).

Set \( t = 0 \) and repeat from KVQc2 to KVQc4 until convergence.

**KVQc2.** Select \( x_h(t) \in X \) randomly.

**KVQc3.** For \( k = 1, \ldots, n \)

a. \( d_{lk}(t) = \arg \min_{1 \leq i \leq c} d_{ik}(t) \),

b. Update \( d_{lk}(t) \) by (3.20),

and then allocate \( x_k \) to cluster \( l \).

**KVQc4.** Adjust learning rate \( \alpha. \ t = t + 1 \).

End KVQc.

In this algorithm, the parameter \( \alpha(t) \) should be taken to satisfy the following:

\[
\sum_{t=1}^{\infty} \alpha(t) = \infty, \quad \sum_{t=1}^{\infty} \alpha^2(t) < \infty, \quad t = 1, 2, \ldots .
\]

For example, \( \alpha(t) = constant/t \) satisfies these conditions. Note that learning rate \( \alpha \) is assumed to decay to zero as \( t \) increases.
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Kernel Functions Derived from Fuzzy Clustering

We propose three basic functions derived from fuzzy $c$-means and possibilistic clustering. And then, we prove that the basic functions are positive-definite kernel functions. The proof is based on the completely monotone function defined by Schönherr [21].

4.1 Three Basic Functions

We firstly remind $c$-means clustering algorithm. It is well-known that a class of fuzzy $c$-means clustering is based on the optimization of an objective function. The matrix $U$ is used as $U = (u_{ki}), (k = 1, \ldots, N, i = 1, \ldots, c)$, where $u_{ki}$ means the degree of belongingness of an object $x_k$ to cluster $i$. In this section, we consider only the optimal solution $u_{ki}$. 
The optimal solution $u_{ki}$ of fuzzy $c$-means, entropy-based fuzzy $c$-means and possibilistic clustering are the following:

| Table 4.1: The solutions for FCM, eFCM and PCM. |
|------------------|------------------|------------------|
| FCM              | eFCM             | PCM              |
| $u_{ki} = \frac{\left(\frac{1}{d_{ki}}\right)^{\frac{1}{m}}}{\sum_{j=1}^{c} \left(\frac{1}{d_{kj}}\right)^{\frac{1}{m}}}$ | $u_{ki} = \frac{e^{-\lambda d_{ki}}}{\sum_{j=1}^{c} e^{-\lambda d_{kj}}}$ | $u_{ki} = \frac{1}{1 + \left(\frac{d_{ki}}{\eta}\right)^{\frac{1}{m}}}$ |

Note that the possibilistic $c$-means (PCM) is identical with the possibilistic clustering which was proposed to address the drawbacks associated with constraint $\sum_{i=1}^{c} u_{ki} = 1$ of fuzzy $c$-means [39, 40].

We consider three different types of objective functions.

$$J_1(U, V) = \sum_{k=1}^{N} \sum_{i=1}^{c} (u_{ki})^{m}(\epsilon + D(x_k, v_i)), \quad (\epsilon > 0) \tag{4.1}$$

$$J_2(U, V) = \sum_{k=1}^{N} \sum_{i=1}^{c} \{u_{ki}D(x_k, v_i) + \lambda^{-1}u_{ki}(\log u_{ki} - 1)\} \tag{4.2}$$

$$J_3(U, V) = \sum_{k=1}^{N} \sum_{i=1}^{c} (u_{ki})^{m}D(x_k, v_i) + \eta \sum_{k=1}^{N} (1 - u_{ki})^{m} \tag{4.3}$$

$J_1$ is similar to the well-known objective function proposed by Bezdek [23] and Dunn [25], but a positive parameter $\epsilon$ is added. This objective function has been proposed by Ichihashi et al., [50]. When $\epsilon$ approaches zero, $J_1$ approaches to the standard objective function, and it is also known that the solution converges to the standard solution. $J_2$ is an entropy-based method proposed by several authors (e.g., [43, 45, 46]). $J_3$ is the objective function for the possibilistic clustering [39, 40, 41, 50].
Let us define basic functions $F_\ell(x, y)$ ($\ell = 1, 2, 3$) for the respective objective functions.

**Basic functions for fuzzy $c$-means and possibilistic clustering**

\[
F_1(x, y) = \frac{1}{(\epsilon + ||x - y||^2)^{\frac{1}{m-1}}}, \quad (4.4)
\]

\[
F_2(x, y) = \exp(-\lambda ||x - y||^2), \quad (4.5)
\]

\[
F_3(x, y) = \frac{1}{1 + (||x - y||^2/\eta)^{\frac{1}{m-1}}}.
\quad (4.6)
\]

By using basic functions, the solution $u_{ki}^{(\ell)}$ for $J_\ell$ ($\ell = 1, 2$) are represented as

\[
u_{ki}^{(\ell)} = \frac{F_\ell(x_k, v_i)}{\sum_{j=1}^{c} F_\ell(x_k, v_j)}.
\quad (4.7)
\]

<table>
<thead>
<tr>
<th>Table 4.2: The solution $u_{ki}^{(\ell)}$ for $J_\ell$ ($\ell = 1, 2$).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution $u_{ki}$ of $J_1$</td>
</tr>
<tr>
<td>$u_{ki}^{(1)} = \frac{1}{\sum_{j=1}^{c} \frac{1}{(\epsilon +</td>
</tr>
</tbody>
</table>

Note that $J_3$ cannot be used for fuzzy $c$-means clustering. On the other hand, solutions of cluster centers are as follows:

\[
v_i = \frac{\sum_{k=1}^{N} (u_{ki})^m x_k}{\sum_{k=1}^{N} (u_{ki})^m}, \quad (4.8)
\]

where $m = 1$ for $J_2$. 
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In possibilistic clustering, the constraint $M_{fcm}$ of fuzzy $c$-means is not imposed on $U = (u_{ki})$. Rather, we assume

$$M = (\mathbb{R}^+)^c.$$  \hspace{1cm} (4.9)$$

To put otherwise, no practical constraint for $u_{ki}$. When $J_1$ is assumed, the solution $u_{ki}$ is trivial, and hence $J_1$ objective function is useless in possibilistic clustering.

On the other hand, $J_2$ and $J_3$ can be used for possibilistic clustering, and the solution $u_{ki}^{(\ell)}$ for $J_\ell$ ($\ell = 2, 3$) are represented by the basic functions:

$$u_{ki}^{(\ell)} = F_\ell(x_k, v_i),$$ \hspace{1cm} (4.10)

for $J_2$ and $J_3$.

The solution for the cluster center is given by the same (4.8).

We note $J_2$ is applicable to both fuzzy $c$-means and possibilistic clustering [45, 46, 51]. Hence, the solutions for possibilistic clustering are as in Table. 4.3.

<table>
<thead>
<tr>
<th>Solution $u_{ki}$ of $J_2$</th>
<th>Solution $u_{ki}$ of $J_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{ki}^{(2)} = \exp(-\lambda |x_k - v_i|^2)$</td>
<td>$u_{ki}^{(3)} = \frac{1}{1 + \left(\frac{|x_k - v_i|^2}{\eta}\right)^{\frac{1}{m-1}}}$</td>
</tr>
</tbody>
</table>

Note that $F_\ell(x, y)$ is directly employed to solutions $u_{ki}$ in possibilistic clustering by substituting $x = x_k$ and $y = v_i$. We interpret this function to be a degree of effect of $x$ to cluster $i$. Note also that the solution of fuzzy $c$-means clustering is the ratio of $F_\ell(x, v_i)$ to the sum of $F_\ell(x, v_j)$ for all cluster $j = 1, \ldots, c$. 34
4.2 Kernels and Completely Monotone Functions

Recently positive-definite kernel functions and their applications to data analysis have been studied by many researchers, e.g., [4, 8, 9, 33, 36, 44, 48, 49]. It has also been known that completely monotone functions define a class of positive-definite kernels [21].

We introduce a function \( f : [0, +\infty) \to \mathbb{R} \) and note the next definition.

Definition 5. (Schönberg [21])

A function \( f : [0, +\infty) \to \mathbb{R} \) is said to be completely monotone if \( f^{(2n)}(t) \geq 0 \) and \( f^{(2n-1)}(t) \leq 0 \) for \( t > 0 \) and \( f(0) = f(+0) \).

In other words, The odd-numbers order derivatives of \( f \) are negative and the even-numbers order derivatives of \( f \) are positive. e.g., \( f(t) \geq 0, \ f'(t) \leq 0, \ f''(t) \geq 0, \ f'''(t) \leq 0, \ f^{(4)}(t) \geq 0, \) and so forth.

The following theorem has been proved by Schönberg.

Theorem 1. (Schönberg [21])

Let \( \mathcal{H} \) be a Hilbert space with norm \( \| \cdot \|_H \). The function

\[
K(x, y) = f(\|x - y\|_{\mathcal{H}}^2)
\]

is positive-definite if and only if \( f(t) \) is completely monotone.

It is easily seen that the Gaussian kernel is associated with the function \( f(t) = e^{-t} \) which is obviously completely monotone, and the Gaussian kernel is identical with \( F_2(x, y) \). We thus know that basic function \( F_2(x, y) = \exp(-\lambda\|x - y\|^2) \) is positive-definite.

In this perspective, we have a question of consideration: Are other basic functions also
positive-definite? We will answer this question affirmatively. We thus consider whether the other basic functions

\[ F_1(x, y) = \frac{1}{(\epsilon + \|x - y\|^2)^{\frac{1}{m}}} \]

and

\[ F_3(x, y) = \frac{1}{1 + (\|x - y\|^2 / \eta)^{\frac{1}{m}}} \]

are positive-definite functions or not.

We first observe that the next lemma holds.

**Lemma 1.** Let \( g : [0, +\infty) \to \mathbb{R} \) be

\[ g(t; \gamma, \delta) = (t^b + c)^{-\gamma}t^{-\delta}, \]

where \( 0 < b \leq 1 \) and \( c > 0 \) are constants, while \( \gamma \) and \( \delta \) are positive parameters. Notice that \( g(t; \gamma, \delta) > 0 \). Then

\[ g'(t; \gamma, \delta) = -\gamma bg(t; \gamma + 1, \delta + 1 - b) - \delta g(t; \gamma, \delta + 1). \]

In particular, we have \( g'(t; \gamma, \delta) < 0 \).

The proof is straightforward and is omitted. We then have the following proposition.

**Proposition 1.** A function \( f : [0, \infty) \to \mathbb{R} \)

\[ f(t) = (t^b + c)^{-a}, \quad (4.11) \]

where \( a > 0, 0 < b \leq 1 \) and \( c > 0 \) are constants, is completely monotone.
Proof. We apply Lemma 1 repeatedly. Since higher-order derivatives of $f(t)$ have terms of the form $g(t; γ, δ)$ multiplied by constants, and the sign of constants changes with differentiation, we have $f^{(2n)}(t) > 0$ and $f^{(2n-1)}(t) < 0$ for all positive $n$. Since $\lim_{t \to +0} f(t) = c^{-a} = f(0)$, the proposition is proved. \hfill \Box

We hence have the next proposition.

**Proposition 2.** The three basic functions $F_\ell(x, y)$ ($\ell = 1, 2, 3$) are all positive-definite.

Proof. The above form (4.11) includes

$$f_1(t) = (t + \epsilon)^{-\frac{1}{m}}, \quad (m > 1, \epsilon > 0) \quad (4.12)$$

and

$$f_3(t) = (t^{\frac{1}{m}} + 1)^{-1}, \quad (m > 1). \quad (4.13)$$

We hence have the desired conclusion. \hfill \Box

<table>
<thead>
<tr>
<th>Name of kernels</th>
<th>$K(x, y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$-Kernel</td>
<td>$\frac{1}{(\epsilon + |x - y|^2)^{\frac{1}{m}}}$</td>
</tr>
<tr>
<td>$F_2$-Kernel</td>
<td>$\exp(-\lambda|x - y|^2)$</td>
</tr>
<tr>
<td>$F_3$-Kernel</td>
<td>$\frac{1}{1 + (|x - y|^2/\eta)^{\frac{1}{m}}}$</td>
</tr>
</tbody>
</table>

Table 4.4: Three basic functions are positive-definite kernels.
Chapter 5

Kernel-Based Fuzzy c-Means and
Kernel-Based Vector Quantization

Clustering Using Different Kernel
Functions

We consider an application of three basic functions to kernel FCM and kernel VQ clustering. We show numerical results of non-kernel clustering and kernel clustering using the basic functions. Moreover we compare the results of classification from kernel functions $F_1(x, y)$ and $F_3(x, y)$ with those from the Gaussian kernel $F_2(x, y)$. 
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5.1 Kernel-Based Fuzzy $c$-Means Clustering

For the numerical examples of kernel FCM, we used two kinds of synthetic datasets which is called a ball in a circle and two crescents. It is well-known that an ordinary fuzzy and crisp $c$-means cannot divide the whole set into two clusters of the ball and the circle in Fig. 1.1 and the upside crescent and the downside crescent in Fig. 1.2, since the classification boundary is nonlinear.

Figure 5.1 shows the datasets classified perfectly into the ball and the circle. It is known that the results from a Gaussian kernel function can be perfect as shown in this figure. It has been observed that the other kernel functions $F_1(x,y)$ and $F_3(x,y)$ can also divide the ball and the circle perfectly as in Fig. 5.1.

![Figure 5.1: An output of kernel fuzzy $c$-means using $K(x,y) = F_\ell(x,y)$, ($\ell = 1, 2, 3$).](image)
In the case of two crescents dataset, Figure 5.2 shows well-classified results from kernel function $F_1(x, y)$ where the parameters are $m = 2.0$ and $\epsilon = 1.0$. Figure 5.4 shows the results from $F_3(x, y)$ where the parameters are $m = 2.0$ and $\eta = 1.0$. Kernel function $F_3(x, y)$ can also divide the upside crescent and downside one. However, KFCM using kernel function $F_2(x, y)$ cannot separate them into two distinct classes mostly, and it produces many misclassifications. A typical output is shown in Fig. 5.3, where the parameter is $\lambda = 1.0$.

In contrast, $F_1(x, y)$ and $F_3(x, y)$ have less misclassifications. Moreover the method of the standard fuzzy $c$-means seems to work better than the entropy-based fuzzy $c$-means, as in Tables 5.1–5.4.

In summary, we describe the numerical examples of KFCM using the three kernel func-
Figure 5.3: An output of kernel fuzzy $c$-means using $K(x, y) = F_2(x, y)$. 

Figure 5.4: An output of kernel fuzzy $c$-means using $K(x, y) = F_3(x, y)$. 
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Table 5.1: The result of KFCM using $F_1(x, y)$, $F_2(x, y)$ and $F_3(x, y)$ for a ball in a circle datasets (50 times).

<table>
<thead>
<tr>
<th>Number of errors</th>
<th>$F_1$-Kernel</th>
<th>$F_2$-Kernel</th>
<th>$F_3$-Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ~ 12 (under 10%)</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>13 ~ 24 (under 20%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25 ~ 36 (under 30%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>37 ~ (over 30%)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.2: The result of entropy-based KFCM using $F_1(x, y)$, $F_2(x, y)$ and $F_3(x, y)$ for a ball in a circle datasets (50 times).

<table>
<thead>
<tr>
<th>Number of errors</th>
<th>$F_1$-Kernel</th>
<th>$F_2$-Kernel</th>
<th>$F_3$-Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ~ 12 (under 10%)</td>
<td>39</td>
<td>44</td>
<td>39</td>
</tr>
<tr>
<td>13 ~ 24 (under 20%)</td>
<td>5</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>25 ~ 36 (under 30%)</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>37 ~ (over 30%)</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 5.3: The result of KFCM using $F_1(x, y)$, $F_2(x, y)$ and $F_3(x, y)$ for two crescents datasets (50 times).

<table>
<thead>
<tr>
<th>Number of errors</th>
<th>$F_1$-Kernel</th>
<th>$F_2$-Kernel</th>
<th>$F_3$-Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ~ 15 (<em>under 10%</em>)</td>
<td>14</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>16 ~ 30 (<em>under 20%</em>)</td>
<td>10</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>31 ~ 45 (<em>under 30%</em>)</td>
<td>8</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>46 ~ (<em>over 30%</em>)</td>
<td>18</td>
<td>38</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 5.4: The result of entropy-based KFCM using $F_1(x, y)$, $F_2(x, y)$ and $F_3(x, y)$ for two crescents datasets (50 times).

<table>
<thead>
<tr>
<th>Number of errors</th>
<th>$F_1$-Kernel</th>
<th>$F_2$-Kernel</th>
<th>$F_3$-Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ~ 15 (<em>under 10%</em>)</td>
<td>7</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>16 ~ 30 (<em>under 20%</em>)</td>
<td>12</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>31 ~ 45 (<em>under 30%</em>)</td>
<td>13</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>46 ~ (<em>over 30%</em>)</td>
<td>18</td>
<td>37</td>
<td>12</td>
</tr>
</tbody>
</table>
tions for the synthetic datasets. Kernel-based fuzzy \( c \)-means (KFCM) and entropy-based KFCM using \( F_1(x, y) \), \( F_2(x, y) \) and \( F_3(x, y) \) perfectly classified a ball in a circle. However, it has been observed that the Gaussian kernel function cannot divide the two crescents dataset in Fig. 5.3, and \( F_1(x, y) \) and \( F_3(x, y) \) of non-Gaussian kernels have better performance than \( F_2(x, y) \). Calculations were repeated 50 times for each kernel with different initial random values.

### 5.2 Kernel-Based Vector Quantization Clustering

In this section, we consider an application of three basic functions to kernel VQ clustering discussed by Inokuchi et al., [38] (see also [15], [37]). We show numerical results of non-kernel VQ clustering and kernel VQ clustering using the three basic functions. Moreover we compare the results from kernel functions \( F_1(x, y) \) and \( F_3(x, y) \) with those from the Gaussian kernel \( F_2(x, y) \). In the numerical examples, we demonstrate the usefulness of the present kernel functions for synthetic datasets and several real-world datasets.

#### 5.2.1 Numerical Examples for synthetic datasets

We used two kinds of synthetic datasets.

- A ball in a circle: 100 data points from two classes, which include 40 points in an inner ball and 60 points in a surrounding outer circle as Fig. 1.1.

- Two crescents: 100 data points from two classes shaped like a crescent as Fig. 1.2.
The results of KVQ clustering using the present kernel functions are shown in Fig. 5.5 and Fig. 5.6. Figure 5.5 shows the datasets classified perfectly into the ball and the circle. It is well known that an ordinary fuzzy and hard \( c \)-means and non-kernel VQ clustering cannot divide the whole set into such clusters, because the classification boundary is non-linear. It is also known that the result from a kernel function \( F_2(x, y) \) (Gaussian kernel) can be perfectly classified as shown in Fig. 5.5. It has been confirmed that the other kernel functions \( F_1(x, y) \) and \( F_3(x, y) \) can also divide these datasets.

![Figure 5.5: An output of kernel VQ clustering using \( K(x, y) = F_\ell(x, y), (\ell = 1, 2, 3) \).](image)

Two crescents are also classified, producing results with errors (see Fig. 5.6). Generally it is more difficult to divide this datasets into two clusters of crescents. KVQ clustering using kernel functions \( F_2(x, y) \) and \( F_3(x, y) \) cannot divide these datasets at all.
Figure 5.6: An output of kernel VQ clustering using $K(x,y) = F_1(x,y)$ with $m = 35.0$, $\epsilon = 1.0$. 
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We calculated the ratio of well-classified data and measured the running time in each trial. Note that “well-classified” means that the total number of errors is less than 10% to whole dataset. We presented the results of KVQ clustering using the present kernel functions for the synthetic datasets in Table 5.5. Calculations were repeated 100 times for each kernel with initial random values.

Table 5.5: Averaged results of KVQ clustering using the three kernel function applied to the synthetic datasets.

<table>
<thead>
<tr>
<th></th>
<th>$F_1$-Kernel</th>
<th>$F_2$-Kernel</th>
<th>$F_3$-Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>seconds &amp; ratio</td>
<td>parameters</td>
<td>seconds &amp; ratio</td>
</tr>
<tr>
<td>A ball in a circle</td>
<td>$5.8 \times 10^{-2}$</td>
<td>$m = 20.0$</td>
<td>$5.4 \times 10^{-2}$</td>
</tr>
<tr>
<td>Two crescents</td>
<td>$2.6 \times 10^{-1}$</td>
<td>$m = 35.0$</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$3.0 / 100$</td>
<td>$\epsilon = 1.0$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

5.2.2 Numerical Examples for real-world datasets

We also report the results for several real-world datasets, which is taken from UCI machine learning repository [58].

- Iris datasets: Iris datasets are used as a test for clustering algorithms. It contains three classes of 50 instances each, where each class refers to a type of iris plant. One class is linearly separable from the other two classes but the latter classes are not linearly separable from each other.
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- Wisconsin Breast Cancer datasets: 683 instances from two classes which include 444 benign instances and 239 malignant instances. We removed 16 instances with missing attribute values in original datasets. Each instance has 11 attributes including an ID number.

- Glass Identification datasets: 214 instances from two classes which include 163 window glass (building windows and vehicle windows) and 51 non-window glass. Each instance has 10 attributes including an ID number.

For non-kernel VQ clustering, setosa (class 1) of IRIS datasets is classified from versicolor (class 2) and virginica (class 3). However it is difficult to classify versicolor and virginica, since those classes cannot be linearly separated from each other as Fig. 5.7.

The kernel functions discussed above work on classification for datasets with nonlinear boundary. It has been observed that the performance of these kernel functions depends on their parameters: $F_1(x, y)$ and $F_3(x, y)$ kernel functions are characterized by two parameters.

For $F_1(x, y)$ kernel function, as $m$ is greater, all data points are assigned to the same cluster. If $\epsilon$ is more smaller, data points are assigned sparsely as Fig. 5.8.

For $F_3(x, y)$ kernel function, if $\eta$ is more greater, all data points are assigned to one cluster. As $m$ is smaller, they are assigned sparsely as Fig. 5.10. By using an appropriate value of the parameters, however, Iris datasets are well-classified as Fig. 5.9 and Fig. 5.11.

The ratio of well-classified data to the number of all trial is expressed as a percentage in Table 5.6.
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Figure 5.7: An output of non-kernel VQ clustering for Iris datasets.

Table 5.6: Averaged results of Kernel VQ clustering using the three kernel function applied to the real-world datasets.

<table>
<thead>
<tr>
<th></th>
<th>non-Kernel</th>
<th>( F_1 )-Kernel</th>
<th>( F_2 )-Kernel</th>
<th>( F_3 )-Kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>seconds &amp; ratio</td>
<td>seconds &amp; ratio</td>
<td>parameters</td>
<td>seconds &amp; ratio</td>
</tr>
<tr>
<td>Iris</td>
<td>5.1 ( \times ) 10(^{-1} )</td>
<td>3.1 ( \times ) 10(^{-1} )</td>
<td>( m = 74.5 )</td>
<td>3.0 ( \times ) 10(^{-2} )</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>2.5/100</td>
<td>( \epsilon = 0.3 )</td>
<td>0.37/100</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>–</td>
<td>2.92 ( \times ) 10(^{-1} )</td>
<td>( m = 55 )</td>
<td>1.73 ( \times ) 10(^{9} )</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>–</td>
<td>22/100</td>
<td>( \epsilon = 2.1 )</td>
<td>30/100</td>
</tr>
<tr>
<td>Glass</td>
<td>–</td>
<td>1.1 ( \times ) 10(^{-1} )</td>
<td>( m = 35 )</td>
<td>1.45 ( \times ) 10(^{-1} )</td>
</tr>
<tr>
<td>Identification</td>
<td>–</td>
<td>8/100</td>
<td>( \epsilon = 1.8 )</td>
<td>9/100</td>
</tr>
</tbody>
</table>
Figure 5.8: An output of kernel VQ clustering using $K(x, y) = F_1(x, y)$ with $m = 2.0$, $\epsilon = 1.0$. 
Figure 5.9: An output of kernel VQ clustering using $K(x, y) = F_1(x, y)$ with $m = 75.0$, $\epsilon = 1.0$. 
Figure 5.10: An output of kernel VQ clustering using $K(x, y) = F_3(x, y)$ with $m = 1.6$, $\eta = 1.0$. 
Figure 5.11: An output of kernel VQ clustering using $K(x, y) = F_3(x, y)$ with $m = 1.6$, $\eta = 21.0$. 
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In summary, the performance of kernel functions depends heavily on their parameters. KVQ clustering based on kernel $F_1(x, y)$ and $F_3(x, y)$ have frequently shown good classification and fast running time on synthetic datasets. Likewise on real-world datasets, it have been observed that datasets are frequently well-classified and faster than the Gaussian kernel.
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Conclusion

We have defined the basic functions that are basic components of solutions in fuzzy $c$-means clustering and possibilistic clustering. We have proved that they are positive-definite kernels using the completely monotone functions by Schönberg [21]. This fact itself is useful in the sense that we have a larger class of kernel functions. Moreover we have shown that the non-Gaussian kernel functions have worked well in typical clustering examples of nonlinear classification boundaries. They have worked better than the Gaussian kernel in the numerical examples in Chapter 5. We also have studied kernel based VQ clustering using the three basic functions. The two non-Gaussian kernels have worked as well as the Gaussian kernel. A reason why the non-Gaussian kernels work well is that they have two parameters while the Gaussian kernel has only one. To summarize, we have found two new kernel functions that are comparable with the Gaussian kernel.

Thus we have succeeded in solving problems addressed in the introduction: to obtain
Conclusions

a new class of kernel functions, to uncover relations between solutions of fuzzy $c$-means clustering and related methods, and to show usefulness of the derived kernel functions.

As a future study, for example, various clustering algorithms as well as kernel-based validity measures should be investigated. Moreover, SVM using the non-Gaussian kernels should be studied. Other problems to be solved in near future are how to select appropriate parameters to the three kernels, and various numerical examples should be tested for this purpose. Furthermore, theoretical studies of fuzzy clustering and related kernel functions should be necessary.
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